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1. What is Virtual Reality (VR)?

2. The role of Virtual Reality in Health
Care?

3. How can we use it in 
Neuropsychological Assessment?

4. How can we use it in 
Neuropsychological Rehabilitation?
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Virtual Reality (VR) could 
be defined as a three-
dimensional (3D) graphical, 
interactive and multisensory 
environment synthesized by 
a computer from numerical 
data, where participants can 
interact with others or with 
the environment as if they 
are really inside it (Riva et 
al., 2015).



A VR system includes the following elements (Burdea & Coiffet, 2003):

it is possible to distinguish different types of virtual reality systems that lead to different types of user
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Different types of virtual reality systems, 
different types of user experience:

1. Immersive VR
2. Computer Assisted Virtual Environment 

(CAVE)
3. Augmented Reality
4. Desktop VR



Immersive VR
With this type of solution the user 
experiences the feeling of being 
completely immersed into the virtual 
environment - i.e. the feeling of 
“being present” - thanks to the use of 
a display device, usually an head 
mounted display (HMD), which 
ensures the possibility to visualize in 
three dimensions the virtual world, 
and one or more position sensors 
(trackers), which detect the 
movements of the subject. 



Augmented Reality
A live direct or indirect view of 
a real-world environment
whose elements are 
augmented by computer-
generated sensory input

Desktop VR

It replaces the HMD with the 
standard computer screen, and 
user interacts with the virtual 
environment through a joystick 
or computer mouse.



CAVE
It is a small room, where a 
computer-generated world is 
projected to the walls. The 
projection is made on both 
the front and side walls. This 
solution is particularly 
suitable for virtual collective 
experiences, as it allows 
several people to share the 
same experience at the same 
time.



CAVE
It is a small room, where a computer-generated world is projected to the walls. 



 For many years one of the main
obstacles to the use of VR was the price
of the equipment: a typical VR system in
the early ’90s required a costly Silicon
Graphic workstation in the range of
250000 US$.

 The significant advances in PC hardware 
are transforming PC-based VR into a 
reality. 

 A simple immersive VR system now may 
cost less than 2000 €; a professional one 
3000/30000 €





LOW END VR Systems

PC Based Mobile Based Console 

Based

Standalone

System Oculus Rift HTC Vive Samsung Gear 

VR

Google 

Cardboard

Google 

Daydream

Playstation VR AllWinner VR Snapdragon 

820 VR

Cost 599 US$ 799 US$ 99 US$ 10-50 US$ 69-149 US$ 399 US$ 99-249 US$ 399-450 US$

Hardware

Requirements

High End PC 

(>1000 US$)

High End PC 

(>1000 US$)

High End 

Samsung 

Phone (>600 

US$)

Middle/High

end Android 

phone or 

iPhone (>299 

US$)

High End 

Android Phone 

(>499 US$)

PS4 (299 US$) 

or PS4 Pro 

(399 US$)

None None

Resolution 2160x1200 2160x1200 2560x1440 Depends from 

the phone 

(minimum 

1024x768)

Depends from 

the phone 

(minimum 

1920x1080)

1920x1080 1920x1080 2560x1440

Refresh Rate 90Hz 90Hz 60Hz 60Hz 90Hz minimum 120Hz 60Hz 70Hz

Field of View 110 degrees 110 degrees 101 degrees from 70 

degrees

96 degrees 100 degrees 90 degrees

Body Tracking Medium/High: 

head tracking 

(rotation) and 

positional 

tracking 

(forward/backw

ard)

High: head 

tracking 

(rotation) and 

volumetric 

tracking (full 

room size – 15ft 

x15ft -

movement)

Medium: head 

tracking 

(rotation)

Medium: head 

tracking

(rotation)

Medium: head 

tracking 

(rotation)

Medium/High: 

head tracking 

(rotation) and 

positional 

tracking 

(forward/backw

ard)

Medium: head 

tracking 

(rotation)

Medium/High: 

head tracking 

(rotation) and 

positional 

tracking 

(forward/backw

ard)

User Interaction 

with VR

High (using a 

joystick or  

controllers)

High (using 

controllers)

Medium (using 

gaze, a built in 

pad or joystick)

Low (using 

gaze or a 

button)

Medium (using 

gaze or 

joystick)

High (using a 

joystick or  

controllers)

Medium (using 

gaze, a built in 

pad or joystick)

Medium (using 

gaze, a built in 

pad or joystick)

Software 

Availability

Oculus Store Steam Store Oculus Store Google Play or 

IOS Store

Google Play Playstation 

Store

Google Play Google Play
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 1989: First VR company (VPL Research) 
founded

 1991: Virtuality Game System
 1993: Suggested the use of VR in 

psychological treatment
 1993: Suggested the use of VR in surgical 

simulation
 1995: First research papers on VR in 

neuro-psychological assessment and 
treatment

 1997: First research paper on VR in 
eating disorders

 2016: more than 6000 papers in MedLine
and 3000 in PsycInfo





Research papers show that VR has come of age for 
clinical and research applications:

 exposure therapy: the patient is gradually confronted 
with the virtual simulation of feared stimuli while 
allowing the anxiety to attenuate

 pain distraction: VR reduces acute pain
 body image modification: VR modifies the bodily 

experience: it may be used in eating disorders
 neuropsychological testing and rehabilitation: VR 

allows to deliver interactive 3D stimuli in a variety of 
forms and sensory modalities 

 cognitive neuroscience: researchers carry out 
experiments in an ecologically valid situation, while 
still maintaining control over all variables
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Different visions from cognitive sciences – Situated Cognition, 
Embodied Cognition, Enactive Approach - suggest that:

- Cognition is no more the simple performance of formal 
operations on abstract symbols, but has instead deep roots in 
sensorimotor processing.
- this is allowed by a common coding – the motor code – shared 
by perception, action and concepts.



Our conceptual system dynamically produces contextualized 
representations (simulations) that support grounded action in 
different situations. These simulations include not only sensory, 
motor and mental states:

“We maintain that what integrates these sensory modalities is 
action simulation. Because sound and action are parts of an 
integrated system, the sight of an object at a given location, or the 
sound it produces, automatically triggers a “plan” for a specific 
action directed toward that location. What is a “plan” to act? We 
claim that it is a simulated potential action.” (Gallese and Lakoff, 
2005, p. 460).



On one side, the vision of an object immediately 
activates the appropriate hand shape for using it 
(canonical neurons; Rizzolatti, 1999): seeing a red apple 
activates a precision grip for grasping and turning. 

On the other side, thinking an apple produces the 
simulation of an action related to the apple in a specific 
context of use.

http://images.google.it/imgres?imgurl=http://images.imagesource.com/preview/wmcomps/IS947-046.jpg&imgrefurl=http://www.imagesource.com/search/image.aspx?id=263009&h=423&w=266&sz=22&hl=it&start=5&tbnid=uhl3uwGMdeO6zM:&tbnh=126&tbnw=79&prev=/images?q=apple+fruit+eating&svnum=10&hl=it&lr=&safe=off&rls=GGLD,GGLD:2004-08,GGLD:it


On one side, concepts are embodied simulations of actions

On the other side virtual reality allows embodied simulations of 
actions. 

The main idea is to use virtual reality for assessing cognitions 
and modifying concepts through embodied simulations => 
behavior and cognitions are tied together

VR as Cognitive Technology (2)

http://www.tu-berlin.de/uebertu/fotogalerie/forschung_lehre/VirtualReality_BerndBresien.jpg
http://images.google.it/imgres?imgurl=http://www.nist.gov/public_affairs/gallery/vrmanu.jpg&imgrefurl=http://www.nist.gov/public_affairs/gallery/vrmanu.htm&h=270&w=287&sz=18&hl=it&start=1&tbnid=L2uww7_I0JLz8M:&tbnh=108&tbnw=115&prev=/images?q=virtual+reality&svnum=10&hl=it&lr=&safe=off&rls=GGLD,GGLD:2004-08,GGLD:it&sa=N


Immersive VR
modifies the 

neural areas of 
pain (measured

using a PET): No 
effects with 

videogame

Hoffman, H. Scientific American, April 2004



VR in neuro assessment and rehabilitation: 
The FIVE advantages

1. It offers several requirements for cognitive 
neurorehabilitation interventions: repetitive 
practice, feedback about performance, multimodal 
stimulation, and controlled, secure and ecologically 
valid environments (Bohil et al., 2011); 

2. VR exposes patients to computer-generated virtual 
environments providing a sensation of “presence” 
or “being there,” (Riva, 2009);



3. It is possible to control and manipulate tailored exercises   
within meaningful and motivating environments using virtual 
environments (Riva, Gaggioli & Castelnuovo, 2009);

4. A growing number of interactive devices are available today 
(e.g., joysticks, gloves, surfaces, etc.), facilitating the design 
of complex rehabilitative protocols.

5. It is an altered ‘‘egocentric space’’ where individuals can 
train their ability to translate between different spatial 
representations (Serino and Riva, 2013). 
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An example: The Virtual 
Multiple Errand Test 

(VMET) for the 
assessment of 

Executive Functions









What is happening in this painting? 

They are trying to catch a mouse… 

Prefrontal patients do not understand it





1. Correct interpretation: It is the time in seconds registered 
from the moments in which the experimenter says the 
words "Open your eyes" until the participant provides a  
correct interpretation" (i.e., "mouse", "snake", etc.). The 
maximum time allowed was 180 seconds, consequently if 
the participants fails in the interpretation a time of 180 
seconds was assigned as the outcome (as suggested by 
(Rosci et al., 2005);

2. Number of scene elements for correct interpretation: It is the 
sum of the elements of scene verbalized during the 
description before the correct interpretation. Only 
successful recognition are considered; 

3. Number of scene elements: It is the sum of the elements of 
scene verbalized during the during the interpretation, 
independently by the correctness of the interpretation. 

Indexes measured



57 subjects (Paper Submitted):
16 patients suffering from Parkinson’s Disease (PD group)  
41 cognitively healthy individuals (CG, control group). 

Montreal Cognitive Assessment (MoCa, (Santangelo et al., 2015). 
Trail Making Test (TMT, (Giovagnoli et al., 1996).
F.A.S. Verbal Fluency Task (Carlesimo et al., 1996). 



Elisa R Zanier, MD

Laboratory of Acute Brain Injury and Therapeutic Strategies, Head

Dept of Neuroscience

IRCCS-Mario Negri Institute for Pharmacological Research

120 subjects 
60 (TBI patients with  post-stabilization GCS: 4-8)  
60 cognitively healthy individuals (CG, control group). 

Montreal Cognitive Assessment (MoCa, (Santangelo et al., 
2015). 
Trail Making Test (TMT, (Giovagnoli et al., 1996).
F.A.S. Verbal Fluency Task (Carlesimo et al., 1996). 
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Getting lost is not just common in Alzheimer’s disease (AD), but is one of 
its earliest clinical manifestations. 

This reflects a deficit in spatial memory, i.e the ability to encode, 
store, and retrieve spatial information in order to build an internal 
representation of the environment (a ‘‘cognitive map’’) (O’Keefe & 
Nadel, 1978) .



Two spatial references frames (Klatzky, 1998):  

 ‘‘egocentric’’ reference frame: object locations are
represented relative to the individual’s orientation

 ‘‘allocentric’’ reference frame: object locations are
represented irrespective of the individual’s
orientation



	

When we adopt an egocentric stance the 
position of an object changes when we move.
All the objects are located in relation to 
ourselves. 



	

When we adopt an allocentric stance the object 
is represented independently of our own current 
relation with it. All the objects are located in 
relation to a space external to the perceiver. 







We used VR to explore

the egocentric/allocentric

transformation:



Evaluation 

A total of 45 participants allocated to three groups 
were included in the study: 

• 15 AD patients [(11 F; age: 82.93 (5.61); education: 
6.60 (3.83); MMSE: 23.06 (1.50)], 

• 15 aMCI patients [(11 F; age: 77.53 (5.52); education: 
7.73 (4.48); MMSE: 22.46 (1.95)]

• 15 cognitively healthy individuals [9 F;  age: 73.87 
(7.38);  education: 12.27 (3.88); MMSE:27.52 (1.48)].

(Serino, Morganti, Di Stefano, Riva, 2015)



Participants were asked to indicate on a real map  
(Enconding phase) the position of the object they had 
memorized, and then to retrieve its position from an 
empty version of the same virtual room, starting from 
a different position (Retrieval phase). 

The entire procedure was repeated across three 
different trials, depending on the object location in the 
encoding phase.



 These data indicated the 
presence of a deficit in storing an 
allocentric viewpoint-
independent representation in 
aMCI patients.

 A profound deficit was found in 
AD patients in the storage of 
an allocentric viewpoint-
independent representation 
and, consequently, in its 
synchronization with the 
allocentric viewpoint-dependent 
representation. 







Cognitive training (paper submitted)

 VR-AD: 10 AD patients were involved in 10 VR-
based biweekly training sessions [age: 86.6 (6.13); 
education: 9.8 (3.97); MMSE:22.05 (1.63)]

 NONVR-AD: 10 AD patients patients were
involved in 10 traditional paper and pencil biweekly
cognitive training sessions [age: 88.7 (3,59); 
education: 7 (3.50); MMSE: 20.79; (1.47)]. 

No initial significant differences between the groups





Participants were required to find an object in a
virtual city (encoding phase).

Then to train their ability in the "mental frame
syncing", starting from another position in the
city they were invited to retrieve the position of
the object they had memorized (retrieval phase)
with an initial help of the right current heading to
take.



1. It emerged a significant
decrease in the time needed to 
retrieve the object in the 
retrieval phase between the 
first and last session [F(1, 14) = 
12,829, p =  ,003, η2 p= ,478].

This may suggest a progressive 
increase in the ability to 
functionally organize spatial 
knowledge.



2. It emerged a 
significant improvement
in spatial memory
abilities for participants
involved in VR-based
cognitive training [F(1, 
22) = 4.798, p = 039, η2 
p= ,179]. 

No improvement in CTRs



3. Navigation and search strategy improved
significantly

Before After





 There is a ‘window of possibility’’ to 
develop cognitive rehabilitation 
interventions by detecting and targeting 
earliest spatial deficits in ‘‘mental frame 
syncing”. 

 VR  appears to be an effective tool for 
assessing and improving the cognitive 
mechanism underlying spatial memory. 

 Future studies are needed (i.e., other 
populations, improvements in other 
cognitive functions, follow-up, ecc.). 


